[ e

()

Debre Berhan University
College of Computing

Department of Information Technology

Lempel-Ziv and Welch Compression with Cuckoo Search based Elliptic
Curve Cryptography (LZWC-CS-ECC) to Enhance Image Encryption

Security and Speed Performance

Woldeiyesus Ayele Agiz

A Thesis Submitted to the Department of Information Technology in Partial Fulfillment for

the Degree of Master of Science in Computer Network and Security

Debre Berhan, Ethiopia
June 2021



Debre Berhan University
College of Computing

Department of Information Technology

Woldeiyesus Ayele Agiz

Advisor: Gnanaprakasam Thangavel (PHD)

This is to certify that the thesis prepared by Woldeiyesus Ayele, entitled: Lempel-Ziv and
Welch Compression with Cuckoo Search based Elliptic Curve Cryptography (LZWC-CS-
ECC) to Enhance Image Encryption Security and Speed Performance and submitted to
College of Computing in partial fulfillment of the requirements for the Degree of Master of
Science in Computer and Network Security complies with the regulations of the university

and meets the accepted standards with respect to originality and quality.

Signed by the Examining Committee:
Name Signature Date

Advisor;

Internal Examiner:

External Examiner:

Chairman:




Abstract

The usage of images transferring through the internet is dramatically increasing in today’s
digital era. These images are vulnerable to hacking and tamper by attackers. Securing
publicly available images over untrusted internet is necessary to protect against network
intruders. Nowadays, various encryption and decryption algorithms (RSA and DH) are
available to offer a good level of security. However, in these algorithms, the size of the
encryption key is large and much slower. Thereby Elliptic Curve Cryptography (ECC) is a
better alternative, and it provides equal security with smaller key sizes. But, the private key
is an issue unless chosen optimally. We used the Cuckoo Search (CS) algorithm to optimize
the best private key to fill this gap, Lempel Ziv and Welch (LZW) algorithm for
compression, compressed byte values converted into large numbers, and Net Bean IDE 8.2
for implementation and performance analysis. Based on the simulation result, the proposed
algorithm improves the original ECC image (keys generation time by 23.6%, encryption
time by 95.7%, decryption time by 102.1%, the overall processing time base on bit length by
45.9%, and the overall processing time base on image size by 111.9%). As a result of the

performance investigation, the proposed algorithm is very fast and secure.
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Chapter 1.  Introduction

1.1 Background

In recent years, with the development of digital communication technology, computer
network technology and information communication technology, information dissemination
and access have become increasingly convenient and fast. Communication and transmission
of data over networks have increased exponentially in the last few years. Every user can
easily download digital multimedia such as images, audio, and video files from the Internet.

Therefore, cybercriminal and data thieves have also become an increasingly serious problem

[1].

Security is the means of protecting assets from adversaries. Data security refers to protecting
data from destructive forces and the unwanted actions of unauthorized users. Data security
hierarchy involves challenges and issues which encryption algorithms intend to reduce. To
achieve the goal of data security, the ability of a specific type of cryptographic algorithm

(symmetric and asymmetric) needs to be considered [2].

The Image plays a key role in part of providing information, significantly in remote sensing,
medical specialty and video conferencing applications. The employment and dependence on
information carrying image and its application is still growing. An image is made up of
pixels which are displayed as a rectangular array. Each pixel can be a single value or a
vector of components. The single value can be the grayness level of a monochrome image or

can be an index into a color that maps a single value into a set of color components [3].

Digital images occupy a large part of our daily communications. Digital cameras, phones,
and computers have made the process of capturing, processing and sharing images between
interpersonal via instant and unrestricted communication extremely sensitive. Images are
stored and then used throughout various applications such as Twitter, Facebook, Viber, Imo,

Telegram, and WhatsApp [4].

The fact that many areas such as the medical field and the military field carry sensitive

digital images must be secured and protected against attacks in effective ways. Encryption



of sensitive data is necessary, and encryption algorithms are designed to protect data and
ensure confidentiality and the authorized recipients can access the decryption data [5].
However, Image size is larger than text and this is one of the struggles of processing time
and storage. To reduce the size of the image for storage and transmission bandwidth we

apply compression the technique.

Compression is the process of reducing data file size and it gives benefits in terms of less
storage, faster transmission and faster read or writes files [6][7]. Two types of compression
are available namely, lossy and lossless. The Lossy compression strips some of a file’s
redundant data. Because of this data loss, only certain applications are fit for lossy
compressions, like graphics, audio, and video. Lossy compression essentially reduces the

quality of the file to arrive at the resulting highly compressed size [8].

Lossless compression, on the other hand, can recover the exact original data after
compression. It is used mainly for compressing texts, executable programs, spreadsheets,
etc., where exact replication of the original is essential & changing even a single bit cannot

be tolerated. Examples: Run Length Encoding, Huffman Coding and LZW [9].

We select lossless image compression over other techniques because most images in most
discipline areas such as health and military require high security and quality. Furthermore,
LZW compression is advisable than other compression techniques because it is fast, simple

and efficient [10][11].

Encryption is a process to convert data into an unreadable format to preserve data from
unauthorized users using cryptographic algorithms. It is used to keep sensitive data so that it
can be difficult for unauthorized users to see it. The good algorithms must have been tested
to meet the requirements of the security which protect the encryption components[5]. Image
encryption refers to applying a symmetric or asymmetric encryption algorithm on an input

image to be converted into a cipher image [12].

Cryptography is used nowadays to facilitate secure communications. It is used in military
and healthcare applications to protect multimedia files (image, audio, and video). The

symmetric key system uses the same key for both Encryption and Decryption
2



(En/Decryption) processes and offers high security while the asymmetric key system uses a
private key and a public key which is available for everyone and can be used by authorized

users to derive the secret-key [13].

Asymmetric cryptography is the foundation of internet security, allowing for two parties to
communicate securely without the need to exchange confidential key material in advance.
All public-key cryptosystems in widespread use today are based on either the problem of
factoring large integers (e.g., RSA) or the problem of computing discrete logarithms in some

groups such as elliptic curves [14].

ECC was discovered in 1985 by Neal Koblitz and Victor Miller. The main advantage of
ECC is that it provides better security with a smaller key size. For example, a 160-bit elliptic
curve provides the same security as that of a 1024 bit RSA [15]. It is also difficult to solve
discrete logarithmic problems on elliptic curves. The elliptic curve over the prime field
comprises coetficients of the elliptic curve and the base point, which is a point on the curve.
The curve selected to show be known to both the sender and the receiver. The major
operation in ECC 1is scalar multiplication, which comprises Point addition and Points
doubling. ECC provides an alternative to the popular public-key cryptosystems of the time,
such as a multiplicative group over the finite field - RSA. In recent years, ECC has been the
primary cryptographic protocol for secure web pages, online banking, encrypted email, and

many other types of data [10][14].

Generally, in today’s world image plays an important role in everyone’s life. The security of
images is required while transferring them across the network. Various En/Decryption
algorithms are available to protect the image from unauthorized users. RSA and Diffie-
Hellman(DH) key exchange provide a good level of security, but the size of the encryption
key in these two is a big problem. ECC is a better alternative for public-key encryption. It
provides equal security with a smaller key size. But choosing the private key is always an
issue in all public key cryptographic algorithms such as RSA, and ECC. If tiny values are
chosen in random the security of the complete algorithm becomes an issue. Since the Public
key is computed based on the Private Key, if they are not chosen optimally they generate

infinity values [16][17]. To overcome this issue we use the Cuckoo Search algorithm.



The CS algorithm is inspired by obligate brood parasitism of some cuckoo species by laying
their eggs into the nest of host birds [18][19]. Those female parasitic cuckoos can imitate the
colors and the pattern of the eggs of the host species. The algorithm works based on the
following three assumptions:
1. A cuckoo chooses a nest randomly to lay the egg and at a time only one egg is laid
by the cuckoo.
2. The best nests with the highest quality egg (solution) will carry over to the next
generations.
3. The total number of available host nests is fixed and the host bird can discover a

cuckoo’s egg with a probability.

1.2 Research Motivation

Due to the growing popularity of networks and increasing rate of the use of technology
including smartphones in every aspect of life tacking images, and sharing them is almost
common in the fields of communication, transportation, military, medicine, education, social
media, etc. In these fields, the digital image which contains critical information (e.g. Bank
swift, military information, financial statements, and patient body part) can be transmitted.
Due to this, the transmitted image has to be secured in the transmission medium because
several attackers target these images. Thus, it is imperative to find a highly secured and fast
method to protect these images data and their contents from any type of attack. Therefore,
these issues motivated us to propose “LZW compression and CS-based ECC” to protect the

image and its contents from any type of attack.

1.3 Statement of the Problem

Nowadays, digital images have become an inevitable source of information and are mostly
used over a network. Every day the world comes across various images from various
sources. Most of these images often include data on a high degree of confidentiality.
Attackers always try to steal, damage, or use these private images to extort the owner of
these images in different ways. In addition [20], the security of digital images has attracted
much attention recently. As a result, the need aroused to suggest a strong way to protect

these images against different types of attackers taking into consideration that the rapid
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development of the internet and the wide applications of multimedia technology enable
people to exchange digital multimedia with others conveniently over the Internet. Although,
different researches were conducted using RSA, Data Encryption Standard (DES),
Advanced Encryption Standard (AES) and others to increase the security of the data [21].
But the size of En/Decryption keys, memory requirement and loss of random key search
[17], processing time were not considered due to their large bit key [22]. ECC has gained
attractiveness because it offers a similar security level comparing to traditional systems,
such as RSA, but with significantly smaller key sizes. Thus, this feature makes it highly
suited for implementation in very resource-constrained devices. However, the problem in
ECC is that tiny values are chosen at random for the security of the complete algorithm and
this becomes an issue. In ECC public key is computed based on the private Key, if they are
not chosen optimally they generate infinity values and this leads to an incorrect
En/Decryption process [17][16]. Another problem in image encryption is time to generate
keys, encryption and decryption and transition issues in sharing cipher images. As the larger

the size of the image, the higher the bandwidth it requires.

Therefore, instead of using the large key size and slow processing methods, we have
proposed a new method called CS based ECC to Secure Image that overcomes the above
shortcomings of existing algorithms. In addition to this, applying image compression by the
LZW algorithm, before the encryption dramatically minimizes the time of encryption,

decryption and transmission bandwidth.
Hence, this research work aimed to answer the following research questions:

» Which algorithm is better for image encryption and decryption for image data
security?

» How can we enhance the performance and security of ECC for image encryption?

» Which algorithm is better for image compression and decompression to improve the
perfocemace and security?

» How can we improve the key generation of ECC to improve the private key

selection?



1.4 Objective of the Study

General Objective

The general objective of this work is to enhance image security using Cuckoo Search-based

Elliptic Curve Cryptography with LZW compression.

Specific Objectives

To achieve the general objective of the thesis, the following specific objectives are
identified.

» Exploring literature review related to encryption, decryption and Compression
Identifying vulnerabilities and issues of ECC Image encryption
Selecting a better algorithm for image compression and decompression

Selecting a better optimal key generation algorithm

Y V VYV V

Designing a better image security algorithm to overcome weaknesses of ECC and a

new recent variant of ECC

A\

Implementing proposed cryptosystem

A\

Testing the proposed cryptosystem performance concerning existing works
1.5 Scope of Study

This research exhaustively discusses the ECC for image encryption performance, security,
and its shortcomings. Then, it attempted to propose an algorithm to overcome these
shortcomings. The scope of research is limited to improving image security and speed of
image encryption, decryption, and key generation of ECC using CS algorithm and LZW
compression. The proposed algorithm performance is compared to that of the original ECC
because the new variations on ECC improved by adding new techniques and methods rather

than modifying ECC special for image data security.

1.6 Research Methodology

Draw.i0, an online diagramming application, was used to show our algorithms architectural

design for key generation, encryption, decryption, and the whole process of the proposed



system [23]. LZW compression and CS algorithm are used to speed up and optimize key
search, respectively. Net Beans IDE 8.2 Java programming environment was used to
implement algorithms because it has suitable for testing, bit manipulation, and other Big
Integer operations. Microsoft Excel 2010 shows evaluation metrics such as speed
performance (key generation, En/Decryption) and security performance (keyspace and key
sensitivity) are used. Generally, the research processes include literature review,

development of test cases, test and identify weaknesses, design solutions, and simulation.

1.7 Research Significance

Nowadays, image security is very important because it is used by almost all organizations,
especially in healthcare, military, telemedicine, business institution, transportation, etc.
Therefore, our work can be applied in these areas. This research work helps and satisfies
numerous organizations by improving efficient real-time image encryption and decryption in
various fields. Some of the significances of this thesis are as follows: it: -

» Optimize the ECC key generation based on the CS algorithm.

» Minimize the time for encryption, decryption.
» Fast and secure communication.
>

Provides greater security performance in image encryption without difficulty.
1.8 Organization of the Thesis

The rest of this research work is organized as follows: Chapter two presents a detailed
literature review research article related to image security and research article related to
ECC, RSA, CS algorithm and image compression. It also provides a comprehensive
summary of the literature review carried out for this research. It also introduces related
works which are conducted for Image encryption using ECC and CS algorithm and discuss
security issues and challenges of image. Chapter three presents our proposed algorithm.
Chapter four provides an extensive simulation study and evaluation of the proposed
algorithms and compares the proposed LZWC-CS-ECC with ECC. Finally, Chapter five
concludes the research and summarizes the contributions of the thesis by comparison of all
the proposed approaches for enhancing difference. Suggestions for future work are also

included.



Chapter 2.  Literature Review

2.1. Introduction

This chapter presents literature, the basic concept of security, cryptography and the type of
cryptography, image encryption and compression algorithms and elliptic curve cryptography

and Cuckoo search algorithm as follows:

2.2. Survey of Security

Security is one of the main challenges in the computing environment that results in the
limitation of confidentiality, integrity, and availability of the data [24]. Many researchers
and scholars have been providing different security schemes to achieve high-security
encryption to protect the image from malicious attacks [25]. Nowadays, the security in
digital images have become very important in many applications-confidential video
conferencing, defense database, banking, finance, mobile computing, personal
communication, etc. image share cryptography may play an important role particularly to
those applications that require authentication based on shared keys maintained by multiple

parties exclusively [26].

Since security in image transmission is a challenging issue during the transformation of an
image for communication purposes, we need a strong mechanism to protect our data not be
exposed to an attacker. To avoid this, the image should be protected before transmitting it
from the sender to the recipient. For secure image transmission, researchers proposed that
many techniques and methods to ensure security, out of the most commonly used techniques
are encryption and data hiding [27][28]. Encryption ensures security but the problem with
encryption algorithm is that the resultant noise image attracts the attention of hackers so it
may be possible after many trials they can be decrypted by a hacker. Another method is data
hiding in which pieces of secret information are hidden behind a carrier that may be

anything a text file, video, audio or an image [27].

2.2.1. Introduction to Cryptography
Cryptography is the process used to convert data from readable type to unreadable type to

realize the protection needs. It also provides an authentication mechanism for a user to
8



protect their data from authorized access. In cryptography, the original data is called
plaintext, and encrypted data is called a ciphertext [28][25]. The process of converting
plaintext to ciphertext is called encryption whereas the inverse is called decryption [29].
Generally, we categorized cryptography into two main types. These are symmetric and
asymmetric cryptography. In symmetric (private key) cryptography, the same key is used for
both En/Decryption whereas, in asymmetric (public key) cryptography, the sender uses a
private key for encryption, and the receiver uses the public key to decipher the ciphertext
[30, 31, 32]. The keys used in cryptosystems represent the strength of the encryption
algorithm. These keys should be complex and large enough to achieve high security to the

secret data [33].

[ Cryptography ]

A 4
A 4 A 4
[ Symmetric key ] [ Asymmetric key ]
h 4 v
A 4 l h 4 h 4 A 4 A 4 Y_
; : ; Diffie-
AES DES 3DES Bowfish RSA DSA ;
Heliman

Figure 2. 1 Classification of Encryption algorithms

The use of cryptography also provides the authentication service for data during
transmission. To secure our data from illegal users, there is a need to convert the information
into a distorted format. In this case, cryptography is the best-known mechanism that
encrypts an image using a different algorithm such as hashing algorithm, Blowfish, RSA,

AES, and ECC[33][34].
2.2.2. Symmetric Key Cryptography

Symmetric key (privet key) cryptography is also called secret-key or shared key
cryptography. In this type of mechanism, the sender and receiver share a common key for

both En/Decryption. The method follows a self-certification method i.e. the key is self-



certified. The key needs to be shared through secret communication. If it is compromised,
then the encrypted message can be easily decrypted by the attacker. This type of
Cryptographic technique is required because it provides faster service without using many
resources. Various algorithms have been developed so far as to describe symmetric key

cryptography such as AES, DES, 3DES, Blowtfish [33].

A 4

Encryption Decryption -
Algorithm —75“”9‘:9(1 Dﬁta/L) Algorithm riginal Dat

Figure 2. 2 Symmetric Key Cryptography

Recently symmetric key cryptography is well known and used in many applications because
of its simplicity. Since a single key is used on both sides in symmetric techniques, the
sharing of a key becomes sometimes insecure. The speed of symmetric key cryptography is
better than public key cryptography, but the adversary knows the secret key anyway, then
the entire private key cryptography will be unlocked. Therefore, the key must be secret
between communicating parties. However, sharing or exchanging the same key is not a
trivial task. These parties may share the secrete keys physically. However, it is not a good
solution to exchange key physical for parties with a geographical barrier. The major attacks
on symmetric key cryptography include the chosen-plaintext attacks, know-plain attacks,
brute force attacks, linear cryptanalysis, etc. [28][35]. Different researchers perform image
encryption using DES, AES, and Blowfish but because of the above limitations, we select

asymmetric key cryptography [36].
2.2.3. Asymmetric Key Cryptography

Asymmetric key cryptography is also called public key cryptography. In this system, the
sender uses a public key of the receiver to encrypt the plaintext and the receiver uses his

private key to decrypt the ciphertext [32].
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Figure 2. 3 Asymmetric key Cryptography

Asymmetric key cryptography is very important in data security to transmit secure data even

when both communicating parties have no opportunity to agree on a given private algorithm

[37]. Tt uses a longer key to improve the security of data during transmission. However, the

limitation of public key cryptography is that slower than private key cryptography. As the

study shows it needs more computing time and memory consumption for encrypting and

decrypting the content of a message [22].

Table 2. 1 Comparison of Symmetric Encryption and Asymmetric Encryption

Basis For Symmetric Encryption Asymmetric Encryption
Comparison
Symmetric encryption uses a | Asymmetric encryption uses a different
Basic single key  for  both | key for En/Decryption.
En/Decryption.
Symmetric encryption is fast | Asymmetric Encryption is slow in
Performance | in execution. execution due to the high computational
burden.
Algorithms DES, 3DES, AES, and RC4. DH, RSA, ECC.
Symmetric encryption is used | Asymmetric encryption is often used for
Purpose

for bulk data transmission.

securely exchanging secret keys.

There are various algorithms to implement this encryption mechanism. These are RSA,

DH, ECC and Digital Signature Algorithm (DSA) [32]. In the incoming section, we

continue our discussion on Public key crypitogrpy such as RSA, DH Key Exchange, DSA,

and ECC.
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A. Rivest, Shamir and Adleman
RSA is one of the public key encryption algorithm developed in 1977 by Adi Shamir, Ron
Rivest and Len Adleman [38]. It is the most well-known public key cryptography that
provides both digital signature and secrecy [39]. This cryptography generates a public and
private key using mathematical functions depending on a large number of prime numbers.
RSA algorithm uses a block cipher in a message both plaintext and ciphertext represent a
number between 0 and n-1 for large number n. In this case the size of n 1024 bits or 309
decimal and make use of an exponential function. This algorithm provides a security service

by using the following steps:

Step 1: Choose two large prime numbers p & q
Step 2: Compute n=pq and z=(p-1)(q-1)
1. Choose number e, less than n, which has no common factor (other than 1) with z
2. Find number d, such that ed — 1 is exactly divisible by z
3. Keys are generated using n, d, e
4. A public key is (n,e)
5. A private key is (n, d)
6. Encryption: ¢ = me mod n
m is plaintext
c is ciphertext
Decryption: m = ¢! mod n

7. A public key is shared and the private key is hidden

However, the basic RSA is not secure enough for encrypting the same message more than
once always gives the same ciphertext. Another primary drawback of RSA is the speed
performance. This makes RSA to be exposed to different attacks such as indirect attacks like
timing attacks, common modulus, known-plaintext, chosen-plaintext, and frequency of
blocks attacks [39]. In addition to this, RSA is known to be much slower asymmetric key

encryption and not advised for encrypting large data like image, video and sound.
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B. Diffie-hellman Key Exchange
The other public key cryptography is called DH Key Exchange. This algorithm was first
introduced by Witfield Diffie and Martin Hellman in 1976. It is used for key exchange. This
type of key exchange mechanism consists of two keys: a private key and a secret key. The
sender encrypts the message with his private key and public key. Then the receiver decrypts

the message using his own private and sender’s public key [30]. Figure 2.4 shows the basic

the key exchange of DH.
Alice and Bob agree on public
Generator G and Prime number P
- Alice Bob _
v
Generate a Compute Compute Generate a secret
secret random X=G"mod P y = G? mod P random number b
><
Compute / Compute
y= G’ mod P X = G*mod P
: '
Compute Compute
k,_ y* mod P ky, _ xPmod P

Shared secret key
S =k,_k,_ 6G*’mod P

Figure 2. 4 Diffie-Hellman Key exchange mechanism

However, the DH key exchange cannot be used for signing a digital signature. The nature of
key exchange does make it susceptible to man-in-middle attacks since it doesn’t authenticate

either party involved in the key exchange.
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C. Digital Signature Algorithm

On the other hand, the DSA is the other public key cryptography used for authentication and
verification of the integrity of data. DSA was performed to be able to generate and verify
signatures using a Secure Hash Algorithm (SHA). If the sender (source of message) wants to
send a message to the receiver the signature generation in the sender uses its private key to
generate a digital signature, once the receiver gets the message the signature verification
uses the sender's public key. DSA is compatible with signing and verifying functions [30].
But DSA algorithm requires a lot of time for computing a signature and verification process.
It is not encrypted data only used for authentication purposes. The other drawback of DSA is
that it computes Secure Hash Algorithm 1(SHA1) and signs it due to any drawback in the
cryptography security of SHAT in the DSA [22][37].

D. Elliptical curve cryptography

The elliptic curve cryptosystem, which was proposed in 1985 by Neal Koblitz and Victor
Miller [3][41], is one of the cryptosystems now in use for public key cryptography. The
ECC uses the curve equation of the form as shown in equation (1), with a line only passes
through three points along the curve (P, Q, and R), and that by knowing two of the points (P
and Q), the other (R) can be calculated easily, but with just R, the other two, P and Q, cannot
be derived. The basic diagram of ECC is shown in figure 2.5. In this equation (1), y, X, a,
and b are all integers with modulo p. The coefficients a and b are called characteristic
coefficients of the curve, which help us to determine what points will be on the curve [12,

17, 41].

y2=x3+ax+b (1)
Where a and b are integers that satisfy equation (2) and p is a large prime number.

4a? +27b%* =0 )

The certain formula is defined for operation with the elliptic curve points are point addition,

point doubling and point multiplication.

Point addition: Adding two points is not as easy as simply adding their x and y components

and taking them modulo p. Instead, it is more like connecting the two points via a line and
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then intersecting that line with the curve. The two-point P(x;, y1) and Q(x2, y») are distinct. P
+ Q = R(x3, y3) is calculate as equation (3, 4, 5).

R

P
/Q//\ y?=x*+ax+b

Figure 2. 5 Basic Elliptical Curve

x3 = {s* —x, —x;} mod p (3)
y3 = {s(x; —x3) —y;} mod p 4)
Where
_ V2=V
S =T mod p (5)

Point doubling: Point doubling comes into play if two points are in the same (X, y)
coordinate [12][40]. The two points P(x;, y1) and Q(xi, y1) overlap. P + Q = R(x3, y3) is

calculate as equation (6, 7, 8).

x3 = {s?—2x;} mod p (6)
y3 ={s(x; —x3) —y;} mod p (7)
Where
3x_rx+a
s = ;y mod p (8)

The other additional important calculation here is scalar point multiplication and checking if
a point is on a curve. When point multiplication and point doubling are implemented, one
can derive from those two basic building blocks scalar point multiplication, i.e. multiplying
a scalar value (an integer) with a point. Let P be any point on the elliptic curve.
Multiplication operation over P is defined by the repeated addition. nP =P +P + P +---+n
times [12, 41, 42].
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In recent years, ECC has been the primary cryptographic protocol for secure text, images,
web pages, online banking, encrypted email, and many other types of data [12, 14, 37]. The
technology can be used in combination with a large amount of public key encryption
techniques, like RSA, and DH. Some researchers project that ECC can computationally
equal level of security measures with a 164-bit key that other systems need a 1,024-bit
(RSA, DSA) key to attain. Since ECC helps to set up comparable security with lesser
computing power and battery usage, it is becoming extensively used for mobile applications

[15][30].

Elliptic curves are appropriate for encoding, digital marks, and other tasks. They are also
used in several integer factorization techniques that have relevance in cryptography. The
most important advantage promised by ECC is a lesser key range, sinking storage and
transmission requirements, i.e. that an elliptic curve cluster could offer the same level of

safety given by an RSA-based scheme with a huge modulus and equally superior key.
2.2.4. Image Compression

Compression is the technique of minimizing the size of a data file. Compression has
advantages such as less storage, faster transmission, and faster reading and writing of files.
The huge data file size is compressed to the smaller for the compressed data file which is

limited network bandwidth [42][43].

There are two types of the compression algorithm. These are lossy and Lossless. The lossy
compression algorithm loses some original data which is not necessary after decompression.
It throws away perceptually insignificant information and cannot recover all bits. Some of
the methods of lossy data compression methods are transform coding, discrete cosine

transform, discrete wavelet transform, and fractal compression.

Lossless compression is a method used to reduce the size of a file while maintaining the
same quality as before it was compressed. It is used in a text files, database tables, and
medical images because of the law of regulations. Lossless image compression becomes

significant because it can reduce the size of an image without quality loss. Some of the main
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techniques are Run Length Encoding, Arithmetic Encoding, Shannon fano, LZW, Huffman
coding [43].

LZW COMPRESSION coding is invented by Abraham Lempel, Jacob Ziv, and Terry
Welch. It is the process of encoding an image file in such a way that it consumes less space
than the original file. It is a type of lossless compression technique that reduces the size of
an image file without affecting or degrading its quality to a greater extent. It is a dictionary-
based coding algorithm and the most preferred method for lossless file compression. It is the
foremost technique for general purpose data compression due to its simplicity and versatility
than other lossless compression techniques. It addresses spatial redundancies in an image. It
is also an error-free compression approach that doesn’t require prior knowledge of the

probability of occurrence of symbols to be encoded [44, 45, 46].

Compression and encryption are interconnected with each other. Their objective is to reduce
image file size, retain quality in reconstruction image from compression, manageable in

available transmission bandwidth and secure during transferring [42, 47, 48].

» Compression followed by encryption: In this sequence, an intruder has less cleave to
access the image but encryption may again increase the size.

» Encryption followed by Compression: In this sequence, size is not again increased
but an intruder may have more clues to access the image.

» Joint compression and encryption: This approach is recently used which may be fast

as compared to the previous two but the procedure is complicated.

2.2.5. Cuckoo Search

CS was inspired by the obligate brood parasitism of some cuckoo species by laying their
eggs in the nests of other host birds (of other species). Some host birds can engage in direct
contests with the infringing cuckoos. For example, if a host bird discovers the eggs are not
its own, it will either throw these alien eggs away or simply abandon its nest and build a new
nest elsewhere. In addition, the timing of the egg-laying of some species is also amazing.
Parasitic cuckoos often choose a nest where the host bird just laid its eggs. In general, the

cuckoo eggs hatch slightly earlier than their host eggs [18].
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Once the first cuckoo chick is hatched, the first instinct action it will take is to evict the host
eggs by blindly propelling the eggs out of the nest, which increases the cuckoo chick’s share
of food provided by its host bird. Studies also show that a cuckoo chick can also mimic the

call of host chicks to gain access to more feeding opportunities [48].

CS is based on three idealized rules [49]: Each cuckoo lays one egg at a time and dumps its
egg in a randomly chosen nest. The best nests with high-quality eggs will carry over to the
next generation. The number of available host nests is fixed, and the egg laid by a cuckoo is
discovered by the host bird with a probability P € (0, 1) discovering operate on some set of

worst nests, and discovered solutions dumped from further calculations.

S. Amtade and T. Miyamoto (2015) considered the problem of computational jobs capably
considering system resource constraint and a CS algorithm is introduced. Experimental

results show that CS outperforms the genetic algorithm in terms of fitness value [50].

B. M. Ismail et al., in 2016 proposed a cuckoo inspired fast search technique used for fractal
image compression. This technique cuckoo inspired fast search uses an ordered vector of
range blocks which was considered through their coordinate distance and also the ordered
vector of range blocks by coordinating their similarity. The experimental results evinced that
the suggested model is the most robust, scalable technique and there is a significant
reduction in mean square error calculation, as there are only four transformations of the

dihedral group and is sufficient for the similarity comparison in this proposed work [49].

P. Sekhar and S. Mohanty (2016) proposed a meta-heuristic algorithm which is called an
enhanced CS algorithm for Contingency Constrained Economic Load Dispatch to alleviate
transmission line overloading. The assessment of power system security deals with
discovering the secure and the insecure operating states, whereas the improvement of
security deals with the essential control action against overloads under a possible scenario.
By generation of rescheduling, the overloaded lines are relieved from the rigorousness. In
this proposed algorithm, to develop the solution vectors, dynamically variable parameters
that are the step size and the possibility are incorporated instead of the fixed values of the

parameters [51].
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W. Yang et al., in 2017 designed a new local-enhanced CS algorithm, it differs from the
standard version, and the local search for each cuckoo is attracted by the global best position
found by the entire swarm. Simulation results show it achieves the best performance when

compared with the other four algorithms [52].
2.2.6. Image Security

An image is defined as a two-dimension function, f(x, y) where x and y are spatial plane
coordinates and the amplitude of f at any pair of coordinates (X, y) is called the intensity or
gray level of the image at that point. When x, y and the intensity values of f are all finite,
discrete quantities, we call the image a digital image [53]. The digital image is a kind of

popular data widely used on the Internet [46].

Currently, images from various applications or sources are transmitted through the internet
for various applications such as military images, medical imaging systems, confidential
documents, online personal photo albums, cable TV and so on. These images contain some
secret and confidential information that is required to be protected from leakage so that only

the intended users should be able to read that image [26][54].

ECC is one approach to public-key cryptography with the algebraic structure of elliptic
curves on finite fields. It requires smaller keys when we compared to non-ECC
cryptography (based on finite field GF(p), where p is a prime number) to provide equivalent
security. Before it becomes popular, all public-key algorithms which are based on the RSA
cryptosystem, DSA and DH key exchange, and alternative cryptosystems which are based
on modular arithmetic. However, the foundations and implementation skills of ECC are still
a mystery and not understandable to most but, have equal security with non-ECC public key
algorithms with smaller key sizes this makes ECC the suitable encryption technique since it

needs small memory and high encryption performance[12].

2.3. Related Work

To securely transfer images across the network, various techniques have been developed in

recent years using ECC.
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2.3.1. ECC Image Encryption Mechanism

Ali Soleymani et al. [5], was proposed an encryption technique using Elliptic Curve over
Prime Group field. They produced a mapping table with values ranging from 0 to 255 along
each row, with the elliptic curve coordinates in the corresponding row. The pixel value of
the image is mapped onto the elliptic curve coordinate using the table and encrypted with the
public key of the receiver. The map table is simple to grasp and implement in this paper.

However, it requires extra running time due to the map table.

P. Astya et al., in 2014 was proposed an image encryption algorithm using ECC. The image
in the shape of a grid is first transformed on an elliptic curve in this article [55]. However, it

is only for the Bitmap image En/Decryption.

As discussed by [14], elaborately proposed image encryption by using ECC during and
before image compression, and they offered two ECC-based encryption algorithms, i.e.
selective encryption of the quantized DCT coefficients and perceptual encryption based on
selective bit-plane encryption. They apply encryption before compression, so it does not
affect the structure of the ECC encryption, but the compression values for encryption time

aren't more decreased.

Laiphrakpam D. and Khumanthem M. came with ECC to encrypt, decrypt and inclusion of
digitally sign to the cipher image to provide authenticity and integrity [56]. In this paper,
they apply pairing of the grouped pixel instead of mapping it to minimize the En/Decryption
time, ECC, on the other hand, is employed to generate the random sequence that is utilized

to disperse the simple image. However, the cryptographic operations are also very large

X. Zhang and X. Wang in 2018 [20], was proposed a digital image based on an ECC. With
the Diffie-Hellman public key sharing approach, the sender and receiver agree on an elliptic
curve point. Encrypted big integers are used to create the encrypted image. Their algorithm
analysis and testing data show that they have strong security and efficiency. However, the

En/Decryption times are not highly efficient, and the private keys selection is insufficient.
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2.3.2. Cuckoo Search Algorithm Optimization

We have found two optimization techniques so far, namely Particle Swarm Optimisation
(PSO) and Cuckoo Search algorithm. The PSO is an efficient algorithm for solving static
function optimization for dynamic and noisy environments [c]. However, in many cases, the
CS algorithm is better than PSO. Here are some of them: The CS algorithm is simple, can be
used to adopt solutions to dynamic circumstances, It can be easily combined with others.
The CS outperforms the PSO algorithm concerning the quality of the output produced and

its reliability [d]. Other works related to CS algorithms are discussed as follows:

M. Dash and R. Mohanty (2014) applied a CS algorithm in the field of Speaker Recognition
systems and voice. This algorithm can aim at discovering and shortlisting the features from
the voice which can exclusively recognize them. Following feature extraction with a
threshold to minimize discarded signal or disturbance and just considering the voice sample,
a Fitness Function based on the mean of the individual sample is used to extract a small
number of unique and best features while removing the rest. As a result, there is no require
matching the voice of the speaker through every feature. In the matching phase, to enhance
the security a threshold value is added to the correlation. As only optimized features are

extracted, therefore this cannot only optimize this method but can also save resources [48].

In 2016, D. Manjumdar and S. Mallick proposed a new approach of the population-based CS
algorithm that has been applied to a constraint satisfaction problem. Constraint Satisfaction
and Optimization is a powerful pattern that includes planning, scheduling or configuration
kind of complex combinational optimization problems. A set of variables and constraints are
defining these problems. To satisfy several constraints, course timetabling requires
scheduling rooms, teachers and also the number of subjects to the pre-specified time slots. In
this, few constraints are hard, and they should be satisfied by maximum soft constraints.
They presented an optimal solution namely the CS algorithm, which can solve the above-
mentioned problems. It is evident with their experimental results that CS can be used

effectively to solve the course timetable problem and it produces satisfactory results [18].
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As proposed by [57], A novel oriented CS algorithm to improve Currently, distance vector-
hop method performance for cyber-physical systems designed an oriented CS, in which, the
local search capability was dominated by the combination of two different random
distributions, and the global search pattern is directed by the historical best position, and the
result shows modification achieves better precision performance when compared with three
other Currently, distance vector-hop method algorithms. It is inspired by the behavior of
cuckoos’ brood parasitism and levy flight. Due to the simple concepts, it has been widely

applied to many applications.

The paper [18, 49, 57], shows the CS performs well for almost all these test problems to
optimize and fitness value in a different area. So we apply the cuckoo search algorithm for

selecting the private keys.

2.3.3. LZW Compression algorithm

Run Length Encoding, Entropy Encoding, Huffman Encoding, Arithmetic Coding, Lempel—
Ziv—Welch, Deflation and Chain Codes algorithms are lossless kinds of compression [58].
From these compression algorithms, the LZW algorithm is better in terms of compression
ratio, the types of data it can compress, and faster computation time [59][60]. Moreover, it is
simple and has good compression, a dynamic codeword table built for each file, and
decompression creates the code word table, so it does not need to be passed [44][61].

2.3.4. CS with ECC

Gnanaprakasam Thangavel and Rajivkannan Athiyappan [19] proposed novel text
encryption using the Optimal ECC method using Cloud Simulator. Experimental results and
security analysis between the existing ECC and the new Optimal ECC are presented. They
used the CS algorithm to find the best key as the input of the Optimal ECC text
En/Decryption process. They also suggest applying CS-based Optimal ECC for Image
encryption, Audio/Video encryption methods [19].

To get fast and secure transmission is by using compression before the encryption of
multimedia data like images. It also increases security because the original image pixel is
converted into a small coded byte, and it also extremely decreases En/Decryption process
[47, 48, 59].
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2.4. Summary of the Chapter

Many studies show that the standard ECC is effective for image encryption, and CS is also best for
optimal key generation in En/Decryption. However, unless it uses optimization techniques such as
CS for private keys selection, the ECC sometimes encounters failure during public keys generation.
Moreover, the CS with ECC technique is used in encrypting and decrypting texts. But we don’t
found the image so far. In addition, we have seen that the LZW algorithm is better for image
compression by preserving the necessary contents as it is a lossless compression technique. Hence,
using CS and LZW with ECC will give a better image of En/Decryption. Its summarize on the
following table (Table 2.2):
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Table 2. 2 Summary of related works

Author(s),
Title Publisher Contribution Drawbacks
Year
A new mapping method | Mapping and shared look-u
A Novel Public bping bpine P
to convert each image table need additional cost.
Key Image | o
) A. pixel to a dot on an EC. | Not use any optimization.
Encryption Journal of
| Soleymani This mapping technique | Image compression is not
Based on Elliptic Image and | _ i
etal., ) is very fast with low considered.
Curves over Graphics _ )
2013 complexity and Computationally very slow.
Prime Group . _ ) .
] computation, easy to Pixels into large integers are
Field [5] . .
implement. not considered.
Pixels to EC mapping process
They combined image . ) ppiep
) ) is more expensive.
compression with
JPEG mage Not use any optimization.
S. Bakhtiari encryption.
encryption with IEEE Only for JPEG.
etal., 2014 Enhance the decryption )
ECC[14] Computationally slow.
and the overall . ) .
o Pixels into large integers are
processing time. _
not considered.
_ ) Not use any optimization.
They group pixels into _
D. Singh ) Image compression is not
Image large integers.
) _ and M. ) o considered.
Encryption using . Elsevier | They use digital . )
Singh, ) ) The cryptographic operations
ECC [56] signatures to provide
2015 o ) | are also very large.
authenticity and integrity. )
Computationally slow.
o They groups pixel values
Digital Image
) together and convert Not use any optimization.
Encryption X. Zhang
them into big integers. Image compression is not
Algorithm Based and X.
. IEEE | They used the DH considered.
on EC Public Wang,
algorithm for keys and The En/Decryption time is not
Cryptosystem 2018 '
0] necessary parameters efficient.

sharing.
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Chapter 3. The Proposed Enhanced Image Security Algorithm

3.1. Introduction

This chapter depicts the proposed enhanced image security using LZW compression and
CS-based ECC image encryption and decryption. It encompasses the following components:
LZW image compression, key generation, compressed byte values converted into large
numbers, image encryption, cipher image decryption, and image decompression. It also
deals with which encryption algorithm is selected and how compression and encryption

processes are performed.

3.2. Architecture of LZWC-CS-ECC
The basic idea for the proposed LZWC-CS-ECC is to use LZW coding/decoding and CS
algorithm to improve the security and speed performance of conventional ECC. Figure 3.1
shows the LZWC-CS-ECC algorithm procedures. The overall processes to be computed by
the sender and receiver are as follows: On the sender side: compress the image, receive the
receiver's public key, encrypt the coded image, and then send the encrypted image to the
receiver. Again on the receiver side, receive the cipher image, then decrypt it, finally,
uncompressed on the decrypted image. The detailed description of each step is presented

from subsection 3.2.1 up to 3.2.4.
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3.2.1. LZW image Compression

To improve speed and security of image in ECC, reduce file size and coded in other formats
using LZW compression. We use the dictionary size of 4096. The LZW compression
process basic steps are as follows: First, read the image, then enter all pixels to the string
table, then initialize the first pixel to string (The coding starts with an initial dictionary,
which is enlarged with the arrival of new symbol sequences from the pixel, initialize table to
contain single byte and then read first input byte, assign string (symbol)), then read the next

input byte and check whether it is the similar byte with the previous one or not, if it exists,
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assigned the previous symbol, if not, assign new symbol, apply this steps until the end of the
pixel. Finally, the LZW COMPRESSION gives the compressed coded String (byte) file.
Algorithm 3.1 LZW COMPRESSION Algorithm

LZW Compression ()
Input: Image
Read the image
Enter all image pixel to the table
Initialize pixel p to the first byte from the input pixel
While any input left
Read Symbol s
If p + s is in the table
p=p+s
else output codedword (p)
enter p + s to the table

p = s
End if

End while

Output: codedword(p) - sequence of bytes - .lzw file

3.2.2. Key generation

The keys generation process basic steps to be computed by the receiver are as follows: To
define a mathematical curve of a finite prime field equation (1), first select the prime
number p with generator G, the coefficient value of a and b, then select the privet key
(Private Key of Receiver (PRkr)) using CS algorithm, then compute the public key (Public
Key of Receiver (PUkr)) its equal to G*PRkr, finally, sent defined curve and PUkr to
sender. It computes the shared secret key by multiplying PUks and PRkr after getting the
sender's public key (PUks). The generator of the curve G is the point whose point
multiplication with different scalars produces every point on the curve. Further, we define
the order of elliptic curve n as the smallest integer whose scalar point multiplication with
generator G gives us the point at infinity O for the curve, i.e., nG = O. Under key generation
the CS algorithm plays a great role to select the optimized privet key.

At the sender side, the simple keys generations are the following: First, get and hold the
defined curve and PUkr of Receiver, then generate privet key (private Key of Sender
(PRks)) using CS algorithm, then compute the public key (PUks) its equal to G* PRks and
register inside the shared directory, finally compute the shared secret keys PRks multiplying
through PUkr (Shard secret key = PRks * PUkr)
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3.2.3. Cuckoo Search Algorithm

We use the CS algorithm to select the best and optimized random number for the private key
of sender and receiver. The basic steps used in CS algorithm phases are initialization,
generating a new cuckoo, fitness evaluation, updating, reject worst-case and stopping
criteria. Algorithm 3.2 shows the detailed CS algorithm procedures.

Algorithm 3. 2 Cuckoo Search Algorithm

CS Algorithm ()

Input: Possible random numbers

Generate initial random number location
eval = 0

While termination condition not meet do
For i = 1 to Np do

x; = generate new solution (xj)
f; = evaluate the new solution (x;)
eval = eval + 1
J = [ rand(0, 1) * Np + 1]

If f; < f5 then
x5 = x3; fy = f;; // replace j-th
solution

End if

if rand(0, 1) < p., then
init nest (Xyorst)

End if
if f; < fni, then
Xpest = Xi; Imin = fi;
End if
End while

Output: Private Key value of (fpi, = min (f(x))

In this subsection, the main advantage of the CS algorithm is generating the best optimized
random number for private keys and feeding it to the ECC public key generator. Both sender

and receiver generate their private key using the CS algorithm.

3.2.4. Byte to Big Integer Conversion

The compressed LZW file is a sequence of bytes. We apply other good options to speed up
our encryption and decryption process by grouping the compressed bytes. The basic steps to

group bytes to big integer are as follow: First, create two Biglnteger objects, then create
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two-byte arrays, then create and assign value to byte array b3, then assign byte array
representation of bil, bi2 to b1, b2, then print byte array bl using for loop and finally print
byte array b2 using for loop. Input to encryption is extremely minimized image using
compression and grouping to Big Integer. The reverse process is done in the decryption

process.

3.2.5. Encryption and Decryption Process

Encryption and decryption LZWC-CS-ECC are as follows: when the sender receives the
receiver public key (PUkr), the generator point G and the order n, then compute the cipher
image. During encryption steps: First, read the big integer sequence (bis) and encrypt the
Pbis using a public key. The cipher image (Ci) by splitting two messages (C1 and C2), C1 =
k*G and C2 = (Pbis + k*PUkr). k is the randomly chosen integer. Then it sends to the

receiver.

During decryption step, the receiver received cipher image and decrypt to the big integer
using the private key (PRkr). It received two points C1 and C2. First, multiply the first point
by the private key (PRkr) to get the shared secret key (SSk), then to get the original Pbis to
subtract the shared secret key(SSk) from the second point of cipher image (C2). So Pbis is
equal to k*PUkr - SSk. Finally, to recover the original image apply the reverse order of byte

grouping and decompress it.

Algorithm 3. 3 LZWC-CS-ECC En/Decryption algorithm

LZWC-CS-ECC_ Encryption ()
Input: a,b, n, p, G, PUkr and Coded big integer sequence (bis)
Procedure:
Read big integer sequence on elliptic curve - Pbis
Encrypt Pbis
Obtain the ciphertext C;
Compute ciphertext by splitting two message (Cl and C2),
Cl = k*G
C2 = Pbis + k*PUkr
C represent the encrypted message
Output: Ciphertext C; and C,

LZWC-CS-ECC_ Decryption ()
Input: Ciphertext C; and C,
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Procedure:
Get the ciphertext C; and C,
Decrypt plainImage,
Pbis = k*PUkr - SSk
Output: big integer sequence

3.2.6. LZW Decompression

On the receiver side the after decryption, the inverse procedure LZW COMPRESSION
process is to be computed by the receiver. During decompression step: First, received
decrypted coded byte file. Then enter it into the table, then read the first byte and generate
the corresponding pixel, then read the next byte if it is not in the dictionary, we just add the
previous byte in the entry, if it is present, we form a word with the previous word and the
first pixel of the current pixel and add it in a new entry, then repeat it until the end of the

table. Finally, it gives the original image. Algorithm 3.4

Algorithm 3. 4 LZW Decompression Algorithm

LZW Decompression ()
Input: sequence of bytes (compressed .lzw file)
Read the codedword bytes
Enter all codedword bytes to the table
Read priorcodedword and output one symbol (byte) corresponding
to it
While codedwords are still left
Read codedword
If codedword is not in the table
// special case: s+p+s+p+s, also if p is null
Enter in table string(priorcodedword)
+ firstchar (symbol (priorcodedword))
Output symbol (priorcodedword)
+ firstchar (symbol (priorcodedword))
else enter in table symbol (priorcodedword)
+ firstchar (symbol (codedword))
output symbol (codedword)
End if
End while
Output: priorcodedword - Original image
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Chapter 4. Implementation and Performance Evaluation

This chapter presents the implementation of LZWC-CS-ECC, performance analysis and

result discussions are explained.

4.1. Implementation

To conduct our experiment, we have used Net Beans IDE 8.2 Java programming
environment installed on windows 10 that was running on Intel-R, Core-TM 15, CPU 2.3-
GHz, 64-bit processor with 4 GB of RAM. We have chosen six different bit sizes: 28-bit,
128-bit, 256-bit, 512-bit, 1024-bit and 2048-bit for processing time, key generation,
encryption and decryption. The image is first compressed through the LZW algorithm and
then encrypted using ECC with CS private key selection. The decryption algorithm after

decompression correctly recovers the original image.

4.2. Performance Analysis and Discussion

The performance improvement of the LZWC-CS-ECC algorithm is compared to standard
ECC Image by considering speed performance parameters: key generation time, encryption

time, decryption time, and overall processing time of the algorithms.

To simulate the speed performance of the algorithms, we have used five different size
images; 193KB, 258KB, 1,729KB, 3,073KB and 6,913KB, six different bit-sizes; 28, 128,
256, 512, 1024 and 2048, and different combinations of randomly chosen key pairs. To
make our result more reliable for the analysis, we have executed the algorithms five times
for each input and the average execution time is considered as shown from Table 4.8 up to
Table 4.10 in Annex B.1 up to Annex B.5. Then based on these tables, we have plotted

graphs: Figure 4.1, Figure 4.4 and Figure 4.5 shown in this section.
4.1.1 Key Generation Time of Algorithms

For evaluating the key generation performance of algorithms, we have used the six different
bit sizes. By running the simulation 5 times, we have summarized the key generation time of
algorithms as shown in Table 4.1. As shown in Table 4.1, when compared to key generation

time costs, LZWC-CS-ECC is better than standard ECC.
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Table 4.1 Key Generation Time (in Seconds)

Bit :i‘tzhm "1 28bit 128bit 256bit 512bit 1024bit | 2048bit
ECC 1.0953504 | 1.154155 | 1.15244 | 1389163 | 1.991185 | 2.5065
Eé‘é’c'cs' 1.1939976 | 1.117847 | 0.958987 | 1.179261 | 1.262496 | 1.66351

Based on key generation time Table 4.1, we have organized a comparison table: Table 4.2.

Table 4.2 shows that the key generation performance of LZWC-CS-ECC improves the key

generation performance of standard ECC by 23.6%.

Table 4.2 Key Generation Time Comparison of LZWC-CS-ECC with ECC

(o)
Bit si . . . . . .
. 28bit | 128bit | 256bit | S12bit | 1024bit | 2048bit | Average
gorithm
ECC -8% 3% 20% 18% 58% | 51% 23.6%

We have generated Figure 4.1 from key generation time Table 4.1. From this figure, it is

observed that the key generation time performance of LZWC-CS-ECC is far better than
standard ECC. Therefore, LZWC-CS-ECC key generation complexity is less than ECC

because of using CS algorithm.

KEY Generation Time (seconds)
o N N
t =~ & N 0w

(=}

28

ECC
LZWC-CS-ECC

128

256
Bit Length

512

1024

2048

Figure 4. 1 Analysis of Key Generation Performance (seconds)
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4.1.2 Encryption Time of Algorithms

For evaluating the encryption performance of algorithms, we have used the six different bit

sizes and 258KB images. By running the simulation 5 times, we have summarized the

encryption time of algorithms as shown in Table 4.3. As shown in Table 4.3, when

compared to encryption time cost, LZWC-CS-ECC outperforms standard ECC.

Table 4.3 Encryption Time (in Seconds)

Bit i 1 2gpit 128bit | 256bit | 512bit | 1024bit | 2048bit
ECC 6.1462471 | 6.1235497 | 6312986 | 6.899473 | 8.030719 | 7.9976935
Eg:vc-cs- 29516911 | 3.1507045 | 3.36389 | 3.713022 | 4.017537 | 4.0345631

Based on encryption time Table 4.3, we have analyzed Table 4.4. From Table 4.4, it is found

that LZWC-CS-ECC has improved the encryption performance of standard ECC by 95.7%.

Table 4.4 Encryption Time Comparison of LZWC-CS-ECC with ECC (%)

Bit size

gorithm

28bit | 128bit

256bit

512bit

1024bit

2048bit

Average

ECC

108% |  94%

88%

86%

100%

98%

95.7%

Based on Table 4.3, we have analyzed Figure 4.2. This figure shows that LZWC-CS-ECC
encryption performance is far better than the standard ECC algorithm.

encryption Time (seconds)
ORNWAUWGON L

ECC
LZWC-CS-ECC

28 128

256

512

Bit Length

1024

2048

Figure 4.2 Analysis of Encryption Performance (in seconds)
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4.1.3 Decryption Time of Algorithms

For evaluating the decryption performance of algorithms, we have used six different bit
sizes and 258KB images. By running the simulation 5 times, we have summarized the
decryption time of algorithms as shown in Table 4.5. As shown in Table 4.5, when we

compared the decryption time cost, LZWC-CS-ECC is far better than standard ECC.

Table 4.5 Decryption Time (in Seconds)

Bl size 11 agbit 128bit | 256bit | 512bit | 1024bit | 2048bit
ECC 117222402 | 122638626 | 13.72885 | 13.7354 | 13.7354 | 1595815
N CCs 6.6275945 | 5751773 | 5.716506 | 7.210619 | 7.57155 | 7.581441

Based on the decryption time in Table 4.5, we have analyzed Table 4.6. Table 4.6 shows that
the decryption speed of LZWC-CS-ECC is higher 102.1% than the standard ECC which
makes LZWC-CS-ECC more cost-effective than the standard ECC algorithm.

Table 4.6 Decryption Time Comparison of LZWC-CS-ECC with ECC (%)

Bit size—/
orithm
ECC T7% 113% | 140% 90% 81% | 110% 102.1%

28bit | 128bit | 256bit | 512bit | 1024bit | 2048bit | Average

Based on decryption time Table 4.5, we have analyzed Figure 4.3. The Figure shows that the
decryption speed of LZWC-CS-ECC is better than the standard ECC image decryption
algorithm compared with. Especially, as the bit length of keys used and image size increase

our algorithm performance when compared with standard ECC is more significant.

The Figure shows decryption speed of LZWC-CS-ECC is highly better than standard ECC,
due to the LZW COMPRESSION process to improve the encryption and decryption

performance of our algorithm.
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Figure 4.3 Analysis of Decryption Performance (in seconds)

4.1.4 Overall Processing Time based on Bit Length

For evaluating the overall processing time performance of algorithms, we have used the six
different bit sizes and 258KB images. By running the simulation 5 times, we have
summarized the overall processing time of algorithms as shown in Table 4.7. As shown in
Table 4.7, when we compared the processing time cost, LZWC-CS-ECC outperforms
standard ECC.

Table 4.7 Overall Processing Time based on Bit Length (in Seconds)

Bit lstllzlfn "' 28bit | 128bit | 256bit | 512bit | 1024bit 2048bit
ECC 12,5 13.6 138 138 139 152
LZWC-CS-

BCC 9.4 9.2 9 9 9.6 10.6

Based on the overall processing time in Table 4.7, we have analyzed Table 4.8. Table 4.8
shows that the overall processing speed of LZWC-CS-ECC is 45.9% higher than the
standard ECC which makes LZWC-CS-ECC more cost-effective than the standard ECC
algorithm.

Table 4.8 Overall Processing Time Comparison of LZWC-CS-ECC with ECC
based on Bit Length (%)

Bit size"/| yepic | 128bit | 256bit | 512bit | 1024bit | 2048bit | Average
orithm
ECC 33% | 48% | 53% | 53% | 45% | 43% | 45.9%
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Based on the overall processing time in Table 4.7, we have analyzed Figure 4.4. The Figure
shows that the overall processing speed of LZWC-CS-ECC is better than the standard ECC

image processing algorithm compared with different bit lengths.

The Figure shows the overall processing speed of LZWC-CS-ECC is highly better than
standard ECC, due to the CS-based key generation process and LZW image compression

process to improve the overall speed performance of our algorithm for different bit lengths.

ECC
—0—LZWC-CS-ECC
16
-~
4 14
<
§ 12
vy
£ 8
~
o 6
S
2 4
3
g 2
0
28 128 256 512 1024 2048
Bit Length

Figure 4.4 Analysis of Overall Speed Performance based on Bit Length (in seconds)

4.1.5 Overall Processing Time Based on Image Size

For evaluating the overall processing time performance of algorithms, we have used the five
different size images and 512-bit length. By running the simulation 5 times, we have
summarized the overall processing time of algorithms as shown in Table 4.9. As shown in

Table 4.9, when we compared the overall processing time cost based on image size, LZWC-

CS-ECC outperforms standard ECC.

Table 4.9 Overall Processing Time based on Image Size (in Seconds)

pie stz 'l 193KB |258KB | 1,729KB | 3,073KB | 6,913KB
ECC 9333 | 14.333 | 179254 | 391.322 | 1766312
LZWC-CS-ECC | 425 9.667 | 79.789 | 179.546 | 709.787
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Based on the overall processing time in Table 4.9, we have analyzed Table 4.10. Table 4.10
shows that the overall processing speed of LZWC-CS-ECC is 111.9% better than standard
ECC which makes LZWC-CS-ECC more cost-effective than the standard ECC algorithm.

Table 4.10 Overall Processing Time Comparison of LZWC-CS-ECC with ECC
based on Image Size (%)

Bit si /| 193K | 258K 1,729K | 3,073K | 6,913K
orithm B B B B B

ECC 120% 48% 125% 118% 149% | 111.9%

Average

Based on the overall processing time in Table 4.9, we have analyzed Figure 4.5. The Figure
shows that the overall processing speed of LZWC-CS-ECC is better than the standard ECC

image processing algorithm compared with.

The Figure shows overall processing speed of LZWC-CS-ECC for different image sizes is
highly better than standard ECC, due to the LZW image compression process to improve the

overall speed performance of our algorithm.

2000

1800 Ecc

1600 LZWC-CS-ECC

1400

1200

1000
800
600
400
200

Decryption Time (seconds)

193KB 258KB 1,729KB 3,073KB 6,913KB

Image Size

Figure 4.5 Analysis of Overall Speed Performance based on Image Size (in
seconds)
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4.1.6 Key Space

The size of the key used determines how secure an En/Decryption algorithm is. The larger
the key size, the more difficult it is to carry out a Brute Force attack. Concerning the key
size, ECC gives an exponentially complex Elliptic Curve Discrete Logarithmic Problem. It
is one of the most difficult problems in mathematics, and there is currently no approach that
has been successfully deciphered. We utilized a 512-bit standard Elliptic curve in our
implementation, which has a large enough key size to ensure the required security. In
LZWC-CS-ECC key paces is 2°'%, so it is sufficiently vast to withstand a brute-force attack
[20][56].

4.1.7 Key Sensitivity

Key sensitivity shows the dependence of the encryption scheme on cipher keys. There are
two ways of determining the key's sensitivity. First, a 1-bit change in cipher key must
produce an entirely different cipher image, and the second one is a 1-bit change in cipher
key must decrypt an entirely random image. The original image was recovered from the
cipher image using the correct private key of the receiver only. The decrypted image with
the wrong key is just one digit different from the original key is completely different. As a
result, it's been showed that the proposed LZWC-CS-ECC En/Decryption is highly sensitive
to the key, such that even a near-perfect estimate of the keys yields no information about the
plain image.

4.1.8 Security Strength Analysis

Table 4.11 indicates, the security strength of LZWC-CS-ECC is significantly higher than the
standard ECC and and a new recent variant of ECC because it uses the cuckoo search
algorithm to improve private keys selection and compression, as well as byte to Big integer

conversion.
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Table 4.11 Security Strength Comparison of Algorithms

. Key Length, Comparative
Algorithm Key Space Speed security level Reason
ECC 12?922’ Slow Moderate DLP only
A Novel Public
Key Image
+
Encryption Based 128, Moderate Moderate fas‘:) nI;: in
on Elliptic Curves 2128 pping
s technique
over Prime Group
Field [5]
JPEG mage 64, DLP +
encryption with 64 Fast Moderate Combression
ECC [14] P
. DLP +
hl?saiie EEré:(r:yF 5‘[16(}n 52;22’ Fast High Compression +
& Byte to Biglnterger
Digital Image
Encryption 510 DLP +
Algorithm Based 2512’ Fast High Compression +
on EC Public Byte to BigInterger
Cryptosystem [20]
DLP +
512, . Optimal key +
LZWC-CS-ECC 512 Very Fast |  Very High Compression +
Byte to Biglnterger
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Chapter 5. Conclusions and Future Work

5.1. Conclusions

In this paper, we have proposed the LZWC-CS-ECC algorithm. We discovered an issue with
the private key selection process and a processing time challenge on hug data encryption
processes, such as image data, as we analyzed existing systems. To address our research
problems, the proposed LZWC-CS-ECC algorithm uses the LZWC and the CS algorithm to
reduce the size of the image for encryption and to select an optimal private key by
minimizing the selection loop for advancing security and speeding up the decryption

process.

From our result analysis, we have found that our LZWC-CS-ECC algorithm has better

performance than the existing ECC image encryption.

Generally, improved algorithm strength, key generation and decryption speed of our LZWC-
CS-ECC algorithm because of CS algorithm, and improved encryption speed of our LZWC-
CS-ECC algorithm because of LZW algorithm makes it more secured and fast. As a result,
our proposed LZWC-CS-ECC algorithm can be implemented in image security demanding

environments like Medical centers and defenses.

5.2. Future Work

As future work, one can extend our algorithm with other multimedia like voice and video
and implementing our algorithm in working environments. Applying both lossy and lossless
compression algorithms to separate regions of a single image can also be done to extend this

work.
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Annexes

Annex A. Implementation Examples
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Annex C. LZWC-CS-ECC Sample Java Code

import
import
import
import
import
import
import
import

/** @au

java.
java.
java.
Jjava.
Jjava.
java.
java.

java.

thor

io.*;

io.File;
nio.charset.StandardCharsets;
nio.file.Files;
io.FileInputStream;
nio.file.Path;
nio.file.Paths;

util.*;

Woldeiyesus Ayele

- Indicates the Remaining jumped codes here

*/

public class LZW CS ECC {

A

publi

HashMap<> () ;

Compression Instace Variables

c static HashMap<String, Integer> dictionary =

// variable declarations here

public static void main(String[] args) {

/ /============= Key Generation ===s=========

int BIT LENGTH = 128;

// Generate random primes

System.out.println ("\nKey

Random rand

= new SecureRandom () ;

new

Generating

BigInteger p= BigInteger.probablePrime (BIT LENGTH/2, rand);

BigInteger xg,yg;

xg= new BigInteger (BIT LENGTH/2,rand);

yg= new BigInteger (BIT LENGTH/2,rand);

BigInteger a,b;



do{

a= BigInteger.probablePrime (BIT LENGTH/2, rand);

b = BigInteger.probablePrime (BIT LENGTH/2, rand);

}while (a.compareTo (one) <1 || b.compareTo (one) <1 ||
a.compareTo (b) == |
((yg.pow(2) .mod (p) ) .compareTo ( (xg.pow (3) .add (xg.multiply(a)) .
add (b.mod (p)))))==1);

//System.out.println ("p= "+p);

// Generate random primes

System.out.println ("G=("+xg+","+yg+")");
//System.out.println ("K=("+xk+","+yk+")");
//System.out.println ("L=("+x1+","+yl+")");

System.out.println ("p="+p);
//System.out.println("s="+s) ;
System.out.println ("a="+a);

System.out.println ("b="+b) ;

BigInteger n= new BigInteger (BIT LENGTH/2,rand);
BigInteger xp= xg.multiply(n);
BigInteger yp= yg.multiply(n);

System.out.println ("P=("+xp+","+yp+t")");

[ [ ======= Cuckoo Search Based Private Key  Generation

BigInteger k;
do

{
k= new BigInteger (BIT LENGTH/2,rand);

}while (n.compareTo (k)==1);



System.out.println ("n="+n);

System.out.println ("k="+k);

System.out.println ("PUk=[k=" +k+ ", P(x,y)=(" +xp+ ", )1");
System.out.println ("PRk=[k=" +k+ ", n=" +n+ ", G(x,y)=(" +xg+
"y 1M
//======= Image Compression ==================
Scanner sc = new Scanner (System.in);
filename = sc.next();
try {
File file = new File(filename);
compress () ;

String[] getFileNameWOExtn = filename.split ("\\.");
filepath=getFileNameWOExtn[0].concat (".lzw");
System.out.println ("Compression complete!Check file
"+getFileNameWOExtn[0] .concat (".lzw")+"!");
}
catch (IOException ie) {
System.out.println("File "+filename+" not

found!") ;

BigInteger C=M.add(k.multiply (xp));
byte[] bt=C.toByteArray();

System.out.println ("Cipher Sent (Buffer Format): "+bt);



System.out.println("\n Image Dencryption ProCessS.............
")
BigInteger Crecieved=new BiglInteger (bt),Mlocal;
System.out.println ("String Recieved Reciever
Side (BigInteger Format)=" + Crecieved);
Mlocal=Crecieved.subtract (n.multiply(k.multiply(xg)))
System.out.println ("RecoveredText Reciever
Side: (BigInteger Format of Image (LZW content)) " + Mlocal);
bt=Mlocal.toByteArray (),
bytel] decryptedMessage = new
BigInteger (bt) .toByteArray () ;
String dmsg= new String(decryptedMessage) ;
Path path = Paths.get ("output ".concat (filepath));

byte[] bytes = decryptedMessage;

String[] getFileNameWOExtn = filename.split ("\\.");

dfilename = "output ".concat (filepath);

System.out.println("filename=" + dfilename);

System.out.println("filename=" + dfilename);
decompress () ;

}
catch (IOException ie) {

System.out.println ("File "+dfilename+" not found!");

// ======= Compression Functions ===========
public static void compress() throws IOException {
int i,byteToInt;
char C;

// Character dictionary



for (1i=0;1<256;i++) {
dictionary.put (Character.toString ((char)i),i);
}
// Read input file and output file
RandomAccessFile inputFile = new
RandomAccessFile (filename, "r") ;

String[] getFileNameWOExtn = filename.split ("\\.");

RandomAccessFile outputFile = new
RandomAccessFile (getFileNameWOExtn[0] .concat (".lzw"),"rw");
try {

if (byteToInt < 0) byteTolInt += 256;
C = (char) byteTolnt;
P = ""+C,’

while (true) {

inputByte inputFile.readByte() ;
byteToInt = new Byte (inputByte) .intValue();
if (byteToInt < 0) byteTolInt += 256;

C = (char) byteTolInt;

// if P+C is present in dictionary
if (dictionary.containsKey (P+C)) {

P = P+C;

else {
BP = convertTol2Bit (dictionary.get (P));
if (isLeft) {
buffer[0] = (byte) Integer.parselnt (BP.substring(0,8),2);
buffer[1] = (byte)
Integer.parselnt (BP.substring(8,12)+"0000",2);
}



else {
buffer[1] += (byte)
Integer.parselnt (BP.substring(0,4),2);
buffer[2] = (byte)
Integer.parselnt (RP.substring (4,12),2);
for (i=0;i<buffer.length;i++) {
outputFile.writeByte (buffer[i])
buffer[i]=0;
b}
isLeft = !isLeft;
if(dictSize < 4096) dictionary.put (P+C,dictSize++);

P=""+4C;

catch (IOException ie) {
BP = convertTol2Bit (dictionary.get (P));
if (isLeft) {
buffer[0] = (byte)
Integer.parselnt (BP.substring(0,8),2);
buffer[1l] = (byte)
Integer.parselnt (BP.substring(8,12)+"0000",2);

}

inputFile.close();

outputFile.close();

public static String convertTol2Bit (int i) {



String tol2Bit = Integer.toBinaryString(i);

while (tol2Bit.length () < 12) tol2Bit = "0" +
tol2Bit;

return tol2Bit;

// ========== Decompression Functions

public static void decompress () throws IOException {
arrayOfChar = new String[4096];

int i;

for (1=0;1<256; 1++) arrayOfChar[i] =

Character.toString((char)i);

// Read input file and output file

RandomAccessFile inputFile = new

RandomAccessFile (dfilename, "r") ;

RandomAccessFile outputFile = new
RandomAccessFile ("output ".concat (filename),"rw");
try A
dbuffer[0] = inputFile.readByte();
}
ddictSize++;
outputFile.writeBytes (arrayOfChar [dpreviousword] +

arrayOfChar [dpreviousword] .charAt (0));

}
/%



If word is present, we form a word with the
previousword and the first character of the

currentword and add it in a new entry

*/
else {
if (ddictSize < 4096) {
arrayOfChar[ddictSize] =
arrayOfChar [dpreviousword] +

arrayOfChar [dcurrentword] .charAt (0) ;

}
ddictSize++;

outputFile.writeBytes (arrayOfChar[dcurrentword]) ;

}

dpreviousword = dcurrentword;

}
catch (EOFException e) {
inputFile.close();

outputFile.close();

/*
public static int getIntValue(byte bl, byte b2, boolean
disLeft) {
String tl = Integer.toBinaryString(bl);
String t2

Integer.toBinaryString (b2) ;



if (disLeft) return Integer.parselnt (tl +
t2.substring (0, 4), 2);

else return Integer.parselnt(tl.substring(4, 8) + t2,

//=========read compressed lzw file for Encryption

private static byte[] readContentIntoByteArray(File file)

FileInputStream fileInputStream = null;
bFile = new byte[ (int) file.length()];
try

{

}
catch (Exception e)
{
e.printStackTrace() ;

}

return bFile;



